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Introduction
● Over 12 Million Americans diagnosed with Interstitial Lung 

Disease (ILD)

● 4th Leading Cause of death
    in the U.S.

● ILD is an umbrella term for
   different types of lung scarring

● Common Lung Diseases
○ Emphysema
○ Fibrosis

Convolutional Neural Network

● Convolutional Neural Networks (CNN) are a class of neural 
networks that model how the brain works.

● A CNN compromises of "hidden layers", which are trained, 
by given large amounts of data.

● We use a CNN to help classify Interstitial Lung Disease from 
Computed Tomography (CT) Scans

● Our goal is to help make diagnosis quicker & less bias for 
Radiologists

● A generalized  CNN is a CNN that is trained to classify over 
1000 different type of image categories.

  ImageNet example. Used to train a generalized CNN

Results and AnalysisMedGIFT
● MedGift dataset is used for training our CNN

● Labeled regions of interest (ROI) are labeled in MedGift.

● CT Slices are converted from HU scans -> RGB Images

Transfer Learning and Fine Tuning
● Transfer learning is used to train a CNN trained on ImageNet
● Fine Tuning modifies selected layer inside a generalized CNN

and trains those selected layers

Ensemble Learning
● Use 3 different CNN models and combine their results to predict new 

results.

Leave One Patient Out Evaluation
● Evaluation metric where each Individual patient is tested Individually

Future Work
● Creating our own CNN to classify ILD.
● Fine tuning is in the process of being implemented.  It is a 

powerful tool that should increase substantially increase 
individual model’s F1 scores.

● Using 2.5-D Images to classify ILD will also be researched. 
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F-1 Score 
● Statistical evaluation score that will tell you how well your model will 

perform on unseen images.
● Calculated using precision and recall value

MedGIFT dataset Example

MedGIFT dataset image patch statistics

Input    
Classification Output

Generalized CNN

CNN with Transfer Learning/Fine Tuning

Fine 
tune 
this 

layer

Fine 
tune 
this 

layer

● Consolidation had the highest f1 score. Bronchiectasis had 
the lowest 

● All models reached close to their optimal performance 
when trained on the same number of images 8 epochs


