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Conclusion and Future Research

e Significant improvement of accuracy can be seen among the system of
networks.
e Being able to classify the rotation of a Sigma-Clast (i.e.
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Full Stack Architecture for Web-based Classification Counter-Clockwise/Clockwise)
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o HTTP Client: Axios ' * Web Application
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o Host application on a live site
Designed for Python; handles the HTTP requests that come from Axios.

Back-End: Python

Creates functionality to resize and classify images

*Combination of Augmentations refers to the augmentations
listed under Effects Utilized in the above frame
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*F1 score is an evaluation metric that is a trade-off between
the recall (true positive rate) and precision (fraction of relevant
classifications)

Classification: Keras and Tensorflow

‘+ Tensor

The libraries that allow for the prediction and classification of images.




